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ABSTRACT-Data leakage is a budding security threat to 
organizations, particularly when data leakage is carried out by 
trusted agents. In this paper, we present unobtrusive techniques 
for detecting data leakage and assessing the “guilt” of agents. 
Water marking is the long-established technique used for data 
leakage detection which involves some modification to the 
original data. To overcome the disadvantages of using 
watermark, data allocation strategies are used to improve the 
feasibility of detecting guilty agent. Distributor ”intelligently” 
allocates data based on sample request and explicit request 
using allocation strategies in order to better the effectiveness in 
detecting guilty agent. Fake objects are designed to look like real 
objects, and are distributed to agents together with requested 
data. If it turns out that an agent was given one or more fake 
objects that were leaked, then the distributor can be more 
confident that agent was guilty. 
 
Keywords:-Allocation strategies, data leakage, fake objects, 
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1.INTRODUCTION: 
Data Leakage can occur through a variety of methods - some 
are simple, some complex. As such, there is no single ''silver 
bullet'' to control Data Leakage. Data leakage detection  is an 
increasingly important part of any organization’s ability to 
manage and protect critical and confidential information. 
Examples of critical and confidential data that applications 
can access include: Intellectual Property, Corporate Data, 
Customer Data. The goal of our paper  is to detect when the 
distributor’s sensitive data has been leaked by agents, and 
show the probability for identifying the agent that leaked the 
data. 
We study unobtrusive techniques for detecting leakage of a 
set of objects or records. Specifically, we study the following 
scenario: After giving a set of objects to agents, the 
distributor discovers some of those same objects in an 
illegitimate place. (For example, the data may be found on a 
web site, or may be obtained through a legal discovery 
process.) At this point the distributor can assess the likelihood 
that the leaked data came from one or more agents, as 
opposed to having been independently gathered by other 
means. 
We develop a model as shown in Figure.1 for assessing the 
“guilt” of agents by considering the option of adding “fake” 
objects to the distributed set. We also present algorithms for 
distributing objects to agents, in a way that improves our 
chances of identifying a leaker. 

 
Figure.1: Data Leakage Architecture 

 
2. PROBLEM DEFINITION 

Suppose a distributor owns a set T = {t1, tm} of valuable data 
objects. The distributor wants to share some of the objects 
with a set of agents U1, U2 … Un but does wish the objects be 
leaked to other third parties. An agent Ui receives a subset of 
Ri objects which belongs to T, determined either by a sample 
request or an explicit request,  

• Sample Request Ri = SAMPLE (T, mi): Any subset 
of mi records from T can be given to Ui.  

• Explicit Request Ri = EXPLICIT (T, condi): Agent 
Ui receives all the T objects that satisfy condi .  

The objects in T could be of any type and size, e.g., they 
could be tuples in a relation, or relations in a database. After 
giving objects to agents, the distributor discovers that a set S 
of T has leaked. This means that some third party called the 
target has been caught in possession of S. For example, this 
target may be displaying S on its web site, or perhaps as part 
of a legal discovery process, the target turned over S to the 
distributor. Since the agents U1, U2 ,…, Un have some of the 
data, it is reasonable to suspect them leaking the data. 
However, the agents can argue that they are innocent, and 
that the S data was obtained by the target through other 
means. 
2.1 . Agent Guilt Model  
Suppose an agent Ui is guilty if it contributes one or more 
objects to the target. The event that agent Ui is guilty for a 
given leaked set S is denoted by Gi | S. The next step is to 
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estimate Pr{Gi| S }, i.e., the probability that agent Gi is guilty 
given evidence S.  
To compute the Pr{Gi| S}, estimate the probability that values 
in S can be “guessed” by the target. For instance, say some of 
the objects in t are emails of individuals. Conduct an 
experiment and ask a person to find the email of say 100 
individuals, the person may only discover say 20, leading to 
an estimate of 0.2. Call this estimate as pt, the probability that 
object t can be guessed by the target. The two assumptions 
regarding the relationship among the various leakage events.  
Assumption 1: For all t, t ∈ S such that t ≠ t’ the provenance 
of t is independent of the provenance of  t’.  
The term provenance in this assumption statement refers to 
the source of a value t that appears in the leaked set. The 
source can be any of the agents who have t in their sets or the 
target itself.  
 
Assumption 2: An object t ∈ S can only be obtained by the 
target in one of two ways.  

• A single agent Ui leaked t from its own Ri set, or  
• The target guessed (or obtained through other 

means) t without the help of any of the n agents.  
To find the probability that an agent Ui is guilty 

given a set S, consider the target guessed t1 with probability p 
and that agent leaks t1 to S with the probability 1-p. First 
compute the probability that he leaks a single object t to S. To 
compute this, define the set of agents Vt = {Ui | t Ri} that 
have t in their data sets. Then using Assumption 2 and known 
probability p, we have  

 
Pr{some agent leaked t to s}=1-p             ….…..1.1              
 
Assuming that all agents that belong to Vt can leak t to S with 
equal probability and using Assumption 2 obtain, 

…….…1.2 

Given that agent Ui is guilty if he leaks at least one value to S, 
with Assumption 1 and Equation 1.2 compute the probability  
Pr {Gi | S}, agent Ui is guilty, 
 

   …………1.3 

2.2. Data Allocation Problem  
The distributor “intelligently” gives data to agents in order to 
improve the chances of detecting a guilty agent. There are 
four instances of this problem, depending on the type of data 
requests made by agents and whether “fake objects” are 
allowed. Agent makes two types of requests, called sample 
and explicit. Based on the requests the fakes objects are 
added to data list. Fake objects are objects generated by the 
distributor that are not in set T. The objects are designed to 
look like real objects, and are distributed to agents together 
with the T objects, in order to increase the chances of 
detecting agents that leak data. 

 
Figure. 2: Leakage Problem Instances 

 
The Figure. 2 represents four problem instances with the 
names EF, , SF and S , where E stands for explicit 
requests, S for sample requests, F for the use of fake objects, 
and F for the case where fake objects are not allowed . 
The distributor may be able to add fake objects to the 
distributed data in order to improve his effectiveness in 
detecting guilty agents. Since, fake objects may impact the 
correctness of what agents do, so they may not always be 
allowable. Use of fake objects is inspired by the use of 
“trace” records in mailing lists. The distributor creates and 
adds fake objects to the data that he distributes to agents. In 
many cases, the distributor may be limited in how many fake 
objects he can create.  
In EF problems, objective values are initialized by agents’ 
data requests. Say, for example, that T = {t1, t2} and there are 
two agents with explicit data requests such that R1= { t1, t2 } 
and R2= { t1 }. The distributor cannot remove or alter the R1 
or R2 data to decrease the overlap R1\ R2 . However, say the 
distributor can create one fake object (B = 1) and both agents 
can receive one fake object (b1 =b2 = 1). If the distributor is 
able to create more fake objects, he could further improve the 
objective. 
 
2.3. Optimization Problem  
The distributor’s data allocation to agents has one constraint 
and one objective. The distributor’s constraint is to satisfy 
agents’ requests, by providing them with the number of 
objects they request or with all available objects that satisfy 
their conditions. His objective is to be able to detect an agent 
who leaks any portion of his data.  
We consider the constraint as strict. The distributor may not 
deny serving an agent request and may not provide agents 
with different perturbed versions of the same objects. The 
fake object distribution as the only possible constraint 
relaxation.  
The objective is to maximize the chances of detecting a guilty 
agent that leaks all his data objects. The Pr {Gj|S =Ri} or 
simply Pr {Gj|Ri } is the probability that agent Uj is guilty if 
the distributor discovers a leaked table S that contains all Ri 
objects. 
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The difference functions  Δ ( i, j ) is defined as: 
Δ ( i, j ) = Pr {Gi |Ri } – Pr {Gj |Ri } ……. 1.5 

 
2.3.1 Problem definition: Let the distributor have data 
requests from n agents. The distributor wants to give tables 
R1,R2……,Rn to agents U1, . . .,Un, respectively, so that  

• Distribution satisfies agents’ requests; and  
• Maximizes the guilt probability differences Δ (i, j ) 

for all i, j = 1. . . n and i = j.  
Assuming that the Ri sets satisfy the agents’ requests, we can 
express the problem as a multi-criterion  
 
2.3.2 Optimization problem:  

(i,j),…)  i≠j……1.6 

The approximation of objective of the above equation does 
not depend on agent’s probabilities and therefore minimize 
the relative overlap among the agents as  

…..)        i ……1.7 

This approximation is valid if minimizing these relative 
Overlap  maximizes Δ ( i, j ).  

2.4. Objective Approximation 
In case of sample request, all requests are of fixed 

size.Therefore, maximizing the chance of detecting a guilty 
agent that leaks all his data by minimizing is equivalent 

to minimizing( | |).The minimum value of | | . 

maximizes ∏(| |) and Δ( i,j ), since  ∏(|Ri|)  is fixed.If 

agents have explicit data requests, then overlaps( | |).  

are defined by their own requests and | | are fixed. 

Therefore, minimizing |Ri| j is equivalent to maximizing |Ri | 
(with the addition of fake objects).The maximum value of |Ri 

| minimizes Π(Ri ) and maximizes Δ( i, j ),since ∏( ) is 

fixed. 
 

3. ALLOCATION STRATEGIES 
3.1. Evaluation of Explicit Data Request Algorithms 
In the first place, the goal of these experiments was to see 
whether fake objects in the distributed data sets yield 
significant improvement in our chances of detecting a guilty 
agent. In the second place, we wanted to evaluate our e-
optimal algorithm relative to a random allocation.     
3.2. Evaluation of Sample Data Request Algorithms 
With sample data requests agents are not interested in 
particular objects. Hence, object sharing is not explicitly 
defined by their requests. The distributor is “forced” to 
allocate certain objects to multiple agents only if the number 
of requested objects exceeds the number of objects in set T. 
The more data objects the agents request in total, the more 
recipients on average an object has; and the more objects are 
shared among different agents, the more difficult it is to 
detect a guilty agent. 

4.CONCLUSION: 
Effective control of Data Leakage is multi-faceted. 
Identifying the probability of data leakage is dominant 
especially when the data is confidential and sensitive in 
nature. Usually leakage detection is handled by watermarking 
which modifies original objects before being transmitted for 
security reasons, our system does not need any alteration of 
original objects. We implemented various algorithms that are 
having different data allocation strategies meant for 
enhancing the probabilities of distributor in identifying the 
leaker. In this paper, we uses Fake data allocation schemes 
along with unobtrusive techniques like Allocation for Explicit 
Data Requests, Sample Data Request, Random Agent 
Selection, fake object allocation , Greedy Selection of agent 
for optimization, Data allocation, Object Selection etc were 
used to trace data leakages. 
 

FUTURE WORK 
Our future work includes the inquiring of agent guilt models 
that capture leakage scenarios that are not studied in this 
paper. For instance, what is the appropriate model for cases 
where agents can collude and identify fake tuples? Another 
open problem is the extension of our allocation strategies so 
that they can handle agent requests in an online fashion (the 
presented strategies assume that there is a fixed set of agents 
with requests known in advance).   
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